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Introduction
Neural networks are widely applied in numerous areas such 
as machine learning algorithms, artificial intelligence, solving 
partial differential equations etc. These applications of 
neural networks revolve around approximating a typically 
unknown function 𝑓 from a given function class. One of the 
important problems of approximation of functions by neural 
network architectures is the density problem. The density 
problems are based on whether it is possible to approximate 
a function arbitrarily well by a function defined using neural 
network architectures.

Preliminaries and known results
A sigmoidal function η : R → R is a measurable function 
which satisfies 
 lim

x→−∞
η(x) = 0 and lim

x→∞
η(x) = 1.

Throughout the paper, we consider η as a non-decreasing 
sigmoidal function with η(3) > η(1) also satisfying the 
following properties:
P1: η(x)−1/2 is an odd function.
P2: η ∈ 𝐶2(R) (space of twice continuously differentiable 
functions) and is concave for x ≥ 0.
P3: η(x) = O (|𝑥|−α) as x → −∞ for some α > 0.
For this sigmoidal function, we define the density function

                ψη(x) :=
1

2
(η(x + 1) − η(x − 1)) , x ∈ R.

Example : Logistic function η(x) =
1

1+𝑒−𝑥  satisfies all the 

above conditions. The plot of logistic function with its 
corresponding density function are shown in the figure. 

Now, we recall single-layered(means single hidden layered) 
Kantorovich type NNOs (𝐾𝑛). Let η be a sigmoidal function as 
defined above. For a locally integrable function 𝑓 ∶  𝐼 →
 𝑅 the operator 𝐾𝑛 is defined as

     𝐾𝑛 𝑓; 𝑥 =

σ𝑘=−𝑛
𝑛−1 𝑛 𝑘׬

𝑛

𝑘+1
𝑛 𝑓 𝑢 𝑑𝑢 ψη 𝑛𝑥−𝑘

σ𝑘=−𝑛
𝑛−1 ψη 𝑛𝑥−𝑘

, 𝑥 ∈ 𝐼,

n ∈ N. The approximation properties of the operator 𝐾𝑛 
stated  as under.

Theorem 1. Let 𝑓 ∶  𝐼 →  𝑅 be bounded. Then lim
𝑛→∞

𝐾𝑛(f, x) = f (x) at each point 

x ∈ I where f is continuous. Moreover, if 𝑓 ∈  𝐶(𝐼), then                                                                
lim

𝑛→∞
|| 𝐾𝑛(f, .)− f(.)||∞ = 0. 

Theorem 2. For every f ∈ 𝐿𝑝(𝐼) , 1 ≤ p < ∞, we have 
 lim

𝑛→∞
 || 𝐾𝑛(f, .) − f ||p = 0.

In this paper, we introduce the deeper version of the Kantorovich type neural 
network operators (𝐾𝑛) and prove the density results in the spaces C(I) and 
𝐿𝑝(𝐼) , p ≥ 1.

Approximation by two layer deep neural network operator
For a locally integrable function 𝑓 ∶  𝐼 →  𝑅 and sigmoidal function satisfying 
the above assumptions, we define the two-layer NNOs as follows

   𝐾 𝑛1,𝑛2
𝑓 𝑥 ≔

σ
𝑘=−𝑛1

𝑛1−1
ψη 𝑛1

σ
𝑗=−𝑛2

𝑛2−1 2𝑗+1
2𝑛2

ψη 𝑛2𝑥−𝑗

σ
𝑗=−𝑛2

𝑛2−1
ψη 𝑛2𝑥−𝑗

 − 𝑘 𝑛1 𝑘׬
𝑛1

𝑘+1
𝑛1 𝑓 𝑢 𝑑𝑢

σ
𝑘=−𝑛1

𝑛1−1
ψη 𝑛1𝑥−𝑘

,

x ∈ I, 𝑛1, 𝑛2 ∈ N with 𝑛1 < 𝑛2. We establish density results for the space of 
continuous functions and p-integrable functions.

Theorem 3: Let 𝑓 ∈  𝐶(𝐼) and η be a sigmoidal function satisfying the above 
assumptions. For any ε > 0, ∃ 𝑛1, 𝑛2 ∈ N such that                                                                     

||𝐾 𝑛1,𝑛2
𝑓 − 𝑓||∞ < ϵ.

Theorem 4: Let 𝑓 ∈  𝐿𝑝(𝐼) and η be a sigmoidal function satisfying the above 
assumptions. For any ε > 0, ∃ 𝑛1, 𝑛2 ∈ N such that                                                       

||𝐾 𝑛1,𝑛2
𝑓 − 𝑓||p < ϵ.

Multi-layers neural network operators
For a locally integrable function 𝑓 ∶  𝐼 →  𝑅 and for sigmoidal function η 
satisfying the above assumptions.  For 2 ≤ m ∈ N, we define the m-layer NNOs 
as follows

𝐾𝑛 𝑚
𝑓 𝑥 ≔

σ𝑘=−𝑛1

𝑛1−1
𝑛1 𝑘׬

𝑛1

𝑘+1
𝑛1 𝑓 𝑢 𝑑𝑢 𝜓𝜂 𝑛1 𝐾𝑛 𝑚−1

𝜃 𝑥 − 𝑘

σ
𝑘=−𝑛1

𝑛1−1
𝜓𝜂 𝑛1𝑥 − 𝑘

,

where θ is the identity function defined on I, 𝑛 𝑚  = (𝑛1, 𝑛2 , 𝑛3 . . . , 𝑛𝑚 ) 

∈Ν𝑚 and 𝑛 𝑚−1  = (𝑛2 , 𝑛3 . . . , 𝑛𝑚 ) ∈Ν𝑚−1.  We establish density results for 

the space of continuous functions and p-integrable functions.

Theorem 5: Let 𝑓 ∈  𝐶(𝐼) and η be a sigmoidal function satisfying the above 
assumptions. Then, for every ε > 0, ∃ 𝑛 𝑚  ∈ Ν𝑚 , 2 ≤ m ∈ N, such that 

                                                                ||𝐾𝑛 𝑚
𝑓 − 𝑓||∞ < ϵ.

Theorem 6:  Let 𝑓 ∈ 𝐿𝑝(𝐼) and η be a sigmoidal function satisfying the above 
assumptions. Then, for every ε > 0, ∃ 𝑛 𝑚  ∈ Ν𝑚 , 2 ≤ m ∈ N, such that 

                                                        ||𝐾𝑛 𝑚
𝑓 − 𝑓||p < ϵ.

Conclusions
In this study, we have modified the definition of Kantorovich type NNOs and 
proved the density results by deep neural network for the space of continuous 
functions and p-integrable functions. The study can be applied to measure the 
rate of approximation when f ∈ 𝐿𝑝 𝐼  is approximated by the operators 𝐾𝑛 𝑚

 . 

One can also investigate the role of number of layers in an NNO in improving 
the rate of approximation.
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